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III. NEW CONCEPTS AND EXPER IMENTS

3. 1 Introduction

This volume describes some new hypotheses and experiments

tha t are relevant to animal echolocation and to man made sonar sys-

tems.

The first  hypothesis is that some echolocating arümals may

use very wide signal bandwidths in order to compensate for a rela-

tively small array that has only two transducers. This hypothesis

depends upon the assumption that a trade-off exists between array

size and signal bandwidth. The existence of such a trade-off is

investigated by devising a new ambiguity function tha t applies to

range and angle measurements, i. e., to estimates of a target ’s

position in space. An effective beam width can be defined in

terms of the new ambiguity function , and it is found that this beam

width decreases as the array is made lar ger (the classical result )

and also as signal bandwidth is increased (a new result). A trade-

off be tween array size ~nd~sigria1 b~ n idth ther~ 1d’re does exist for

a given required effective beam width. This result supports the

hypothesis that the use of large signal bandwidths by dolphins

and some bats may serve to compensate for a limited array size.

The result may also have considerable impact upon the design of

fut ure man made sonar systems.

The second hypothesis is that ba ts (and dolphins) may be

able to estimate cross-range velocity with sufficient accuracy to

compensate fo r evasive maneuver s by moths (and fish). This hy-

pothesis can be investigated by studying the dependence of expected

error in a cross-range velocity estimate upon parameters such as

1



range , in teraural distance, and signal-to-noise ratio. It is shown

that cross-range velocity estimation is indeed a feasible process

for targets that are less than one meter from the animal , where

estimation of evasive maneuvers becomes critical .

The third hypothesis involves the Johnson-Titl ebaum model

of echolocat ion by energy spectrum analysis. The hypothesis is

that locally optimum detection is used to determine the presence

or absence of a target by investigation of the energy spectrum.

The energy spectrum is obtained by Fourier analysis of data- over

a long integ rat ion time tha t includes both the transmitted signal

and the target echo . The locally optimum detector correlates sam-

ples of the energy spectrum with corresponding samples that would

be measured in the absence of noise. The noise-free sa~np1es

correspond to a r ipple or sinusoidal amplitude modulation of the

energy spectrum, where the period of the ripple is determined

by target range. The locally optimum test for a target at a se-

quence of hypoth esi zed rang es therefore involves correlation of 
-

the energy spectrum with a sequence of sinusoids , i. e. , Fourier

analysis of the energy spectrum. This hypothesis suggests that

the Johrison-Titlebaum processor is particularly sensitive to

backgrou nd noise with ri ppled power spectrum, where the period of

the ri pple corresponds to the range of a target. Since a matched

filter is comparatively impervious to spectral ripple, we have the

basis for a behavioral experiment that can distinguish between the L
Johnson-Titlebaum and matched filter models of animal echo-

location.

Section 3. 2 describes the new range-angle amb iguity func-

tion and the bandwidth-array size trade-off .  -Section 3. 3 presents

2
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a feasibili ty argument in support of the hypothesis that echolocating

animals can measure cross-ran ge velocity. Section 3. 4 discusses

the locally optimum detector for energy spectrum analysis and an

experiment to test the Johnson-Titlebaum echolocation model.

3. 2 The Trade-Off Between Array  Size and Signal Bandwidth ,
and Its Possible Utilization in Animal Echolocation

I

3.2.  1 Brief Summary ..ii Section 3. 2

I

Target position estimation in radar and sonar means joint

es timation of range and angle in the presence of noise and clutter.

The global behavior of a maximum likelihood position estimator,

and the clutte r suppression capability of the system, can be written

in terms of a range-angle ambiguity function. This function depends

upon signal wavef orm and array configuration, i. e., upon both tem-

poral and spatial characteristics of the system.

• Ambiguity and variance bound analy sis indicates that system

bai~dwidth can often be traded for array size, and direction-

de pendent signals can be used to obtain better angle resolution with -

out increasing the size of the array. Wideband , direc tion-dependent

signals (temporal diversity ) can be tr aded f or lar ge real or synthetic

arrays (spatial diversity). This trade-off is apparently explgited by

some animal echolocation systems.

The above insi ghts ar e obtained mostly from the properties

of the range-angle ambiguity function . In general, an appropriate

ambi guity function shou ld be ve ry usefu l for the design and evaluation

of 
~~

y maximum likelihood parameter estimator. Syst em identification

methods and radio navigation sy stems, for example, can be opt imized

by mini mizing the volume of a multipararn eter ambiguity function.

3 
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3. 2. 2 Introduction

System requirements for radar , sona r , or diagnostic ultra-

sound include parameters such as array size, signal bandwidth , and

processor complexity (measured by the time-bandwidth product of

the signal, data storage capacity, and processing time). System per-

formance involves quantities such as estimator variance , r esolut ion,

and clutter rejection capability. Performance can be measured in

terms of Crarnér-Rao (CR ) bounds , ambiguity function properties,

and signal-to-clutter ratio. If these performance measures can be

written in terms of array size, signal bandwidth, and processor

complexity (system requirements), then trade-offs between require-

ments such as array size and bandwidth can be assessed.

CR bounds 1’2 provide a local measure of est imator accuracy

for particular values of the estimated parameters. In terms of a

hypothesis test , CR bounds are useful when th e hypothesized parame-

ters are nearly equal to their true values, i. e. ,  when there is good

-~~~~ prior ~~~~~~~~~~~ about the parameters that are te be estimated:

CR bounds are often obtained by assuming that the data consists of a

signal that depends upon the unknown parameters, added to

white , Gaus iian noise (WGN )~ - If the data actually consists of addi-

tional, spurious signals (clutter), then the WGN assumption is

invalid , and meaningfu l CR bounds can be obta ined only aft er a more

general probability distribution has been worked out .

The ambiguity function3’4 illustrates the global properties of

a maximum likelihood (ML) estimator. In terms of a hypothesis

test, the ambiguity function shows the response of the estimator to

all possible values of th e hypothesized parameter s, when the true

parameters are specified. Possible con fusion between different

4
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parameter values can thus be illustrated. Like CR bounds , the

ambiguity fun ction is often derived under a WGN assumption, but

the ef fect of spurious echoes can be analyzed i~i t erms of th is idealized

ambiguity function, and its utility is not restricted to the WGN case.5~ °

In view of these properties, it is not surprising that ambiguity analy sis

often results in the imposition of constraints upon a system design that

minimizes a CR bound. For example, the ambiguity function gives the

accuracy of prior knowledge that is required for such a system.

We shall consider properties of both CR bounds and the am-

biguity function for joint range-angle estimation. Targets that are

in the near field of an array, as well as the fa r fie ld, will be con-

sidered, since the effective size of synthetic aperture arrays is so

large that the far field assumption is often violated. Diagnostic

ultrasound arrays for examination of near-surface effects (breast

and parotid tumors, carotid artery wall thickness) will also some-

times operate in a near-field configuration.

The amb iguity function approach to radar/sonar signal design

is well established,46
• and thi s paper uses a ~~~~~~~~ method for com-

bined signal and array (temporal and spatial) design. Ambiguity

analysis, however , has apparently been neglected for other parame-

ter estimation problems, and it has been confined to the radar/sonar

literature. One purpose of this paper is to illustrate the advantages

of multiparameter ambiguity analysis45 in a more general context .

It will be shown th at the volume of the ambigui ty function pro-

vides a measure of the extent to which different parameter estimates

can be separated f rom each othe r and f r om a backgr ound that may

include spurious signals as well as noise. By far the best known

ambiguity function is associated with delay and f r e quency shif t mea-

surements, using narrowband signals .3 The volume of this ambiguity

function depends only upon signal energy, and the resulting - volume

. LF 
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invariance for energy -normalized signals can be interpreted as a

radar uncer tainty principle. 27 The volume invariance of the narrow-

band range -Doppler ambiguity function is more the exception than
r I 14 ,15

the rule , however , and the analysis in this paper demonstrates

that min imiza t ion of ambigui ty volum e can be an irnp~ r tant techni q~~

for the optimization of a parameter estimator. Minimization of

ambiguity volume should be especiall y applicable to signal desi gn

H for system identification, a branch of control theory that has much

in com mon with radar/sonar design.

Animal sona r or echolocation is a biolog ical phenomenon

that is especially fascinating to radar/sonar eng ineers. One of the

firs t proposals for a man-made sonar system was suggested in 1912 ,

af ter the Titanic disaster , as a simulation of “the sixth sense of the
26 28 29

bat.” Photographs of bats in pursuit of insects among foliage

seem to indicate a high degree of clutter suppression capability, and

the echolocation performance of cetaceans in shallow, reverberation-

limited environments is also impressive. Animal sonars operate under

a significant con~ traint; th~eir receiving “arr~~ys ” con~ i~ t of çr~ly two

closely spaced elements. Many echolocating animals , however , have

evolved extremely wideband systems , and the highest f requency can

be as much as a factor of ten larger than the lowest frequency. 0 We

know that increasing a signal’s bandwidth results in better range resolu-

tion 3’4 and better target discrimination capability~
0 3 5  and that large

time-bandwidth products can be advantageous for wideband velocity

resolution~
6’
37 or for Doppler tolerance?8

40 We also suspect that

the use of wideband signals may be associated with better ang le mea-

sure ments,11’21 and that echo-locating animals may be able to com-

pensa te f or limi ted a r r ay  size by using larger bandwidths. The

following analysis indica tes tha t this suspicion is well -founded.

~ 
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For the reader who is interested in radar , sonar , diagnostic

ult rasound, and animal echolocation, the paper should provide some

useful results and insights. For the reader who is interested in

other parameter estimation problems, the specific results are not

so important, but the general approach illustrates a useful system

des ign philosophy.

3. 2. 3 Problem Formulation and General Results

In thi s section, expressions for CR bound s and the ambiguity

function are derived for the position estimation problem. The results

will apply to all planar array configurations. No assumptions about

array shape or target position will be introduced, except for the simnpli-

fyi.ng assumption that the target lies in the plane of the receiving array.

Let E(t~) be the Fourier transform of an echo, measured at
the target. The frequency domain response of the kth array ele-
ment to the echo is:

= A~~E(c~) exp (_j wT
k) (1)

where

Ak complex gain of the kth element

delay from target to kth element . (3).

Let L be a straight line segment between the elements of the array

that are furthest apart. The range parameter T is defined as the

delay between the target and the center point P of L, 1. e., the

point that lies midway between the extremit ies of the ar ray (see

Figure 1). The direction parameter 8 is defined to be the angle

between the normal to L at P and the line segment between P and

the target. Movement of the target counterclockwise around P

causes 9 to increase, i. e., 9 is positive in the counterclockwise

direction .
7 
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Target -

Element #1 
~k~~~~~~~~~~~

(

Element #k

Figure 1. Definitions of angles and distances for a planar
array of receiving elements.
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The position of each arra y element can be de fined in the

same way as the target position. In Figure 1, the kth 
element

position is described in term s of the direction parameter 0k and

the.distance dk from P, where is the angle between the nor-

mal to L at P and the line segment between P and the array ele-

ment. From Figure 1, a general expression for

Tk 
= + (dk /c) 2 

- 2T (dk /c) cos(O k - e)] h/2 (4)

and Tk depends upon the unknown parameters T and 8 , as well

as upon the known parameters dk and

The array element responses in the ab sence of noise can be

repr esented by a column vector rn ( r , 8) of complex number s.

The first N element s of r n ( i, 8) are frequency samples of

F1(w) in (1). The next N elements are samples of F2 (w),  etc.

In representing Fk (w) by N frequency samples, it is implicitly

assumed that the response of the kth element is time limited.

Although a time limited signal cannot be band limited, it is as-

sumed that , for any acceptable mean square error c> 0 between

the ori ginal time signal and the time signal that is reconstructed

from N frequency components, there exists a bounded nu m ber N

such that the mean square reconstruction error is less than c .

For an integration interval T, the N discrete frequency samples

• are separated by n / T  rad/sec. For K array elements, rn has

KN element s.
• In Gau ssian noise, a data vector r is observed , where

the elements of r are the fr equency samples of F1(w) , F2(w) , ...,

FK
(w ) when noise has been added to the echo. The conditional

probabi lity den si ty function of the noi sy data is 11

9
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p(~IT ,8) = (n
K 2 1 C 111 t L ( 8 ) ] * Q[r - r n ( T , 0)])  (5)

where c = is the noise covariance ma trix and the asterisk denotes

a conjugate-transpose operation.

In the presence of multiple targets and clutter or reverbera-

tion, as well as noise , it is still possible to use a Gaussian pdf as in

(5 ), provided that an appropriate covariance matrix is determined.12

The pdf in (5) may appear to be unrealistic for sea clutter, since the

envelope of a Gaussian clutter process is Rayleigh distributed , while

the measured pdf of envelope detected sea clutter echoes is often more

log-normal than Rayleigh.4 1’42 The empirical log-normal model for

the clutter envelope indicate s that the underlying pdf of the time domain

clutt er process decreases more slowly in the “tails ” than the Gau ssian

distribution. The use of a frequency dom ain representation in (5 ),

however , implies that time domain echoes are ef fectively passed

through a bank of narrowband filters with impulse responses that are

T seconds long. The sampled responses r of these filters tend to be

much more Gaussian than the original time domain distribution~
3

Maximum likelihood (ML) estimates of range and angle are

the values of T,O that maximize p ( r I - r , 0) in (5), for a given data

vector r. The asymptotic varianc e of these estimates for many

observations of the data can be obtained from the matrix CR bound.1’2

The CR bound is defined for a particular value of i- , 0, and it does

not take account of the possibility that two very different parameter

pairs r 1, 01 and i~~ , 
~~ 

may yield near ly equal local maxima of

r (.~j T, 0). The ambiguity function is a global measure of ML

estimator performance that reveals the parameter pairs which are
most likely to be confused with one another , i. e.,  which are asso-
ciated with an ambiguous interpretation of the data. We shall

t 
_ _  
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obtain general expressions for both the CR bound and the ambiguity

L 
function.

When range r and ang le 8 are both unknown, CR bounds for

their joint estimates are determined by inverting the Fisher informa-

tion matrix, ~~~. The elements of J are

~ ll = = -E[(a 2/a’r 2) in p(r~ T , 0)]

~ 12 = = — E[(3 2/ai ae ) ln p ( r I ’ r , 0)]
(6)

- = -E[(3 2 /ae a T ) i n p (r I .r , e) ]

= = -E[(a 2 /88 2 ) in P(!.I r , 0)]

Substituting (5) into (6), we obtain

3 = zarn*/ar  Q a!~ /oT

~18 
= 2 ~

~81 
= ZR e [a r n*/3e 9 8rn/~ j

= 28rn*/88 9 arn/ae

wher e rn = rn ( i , 0) are the expected responses in (5), i. e., fre-

quency samples of Fk(ti
~
) in (1), for k = 1, 2, ... , K. The derivatives

in (7) are evaluated at the particular T and 0 values that correspond

to the target’s true position. The diagonal terms of are the CR

bounds for the va r iance of the r ange and angle es t imates ~ and ~~~,

11
U
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Var (~~- T) [JTT 
— (3TO SOT ’ 3oe )]

-l (8)

Var (6 - 0) > - (3TO ~~OT /~~ TT )]

In order to obtain simple mathematica l expressions for the

above variances, it will be assumed that

9 = NQ ’ I (9)

where N is the noise power spectral density and I is the identity

matrix. This assumption means that the noise is white and Gaussian,

and that the noise at each of the K array elements is statistically

independent of the noise at any other element. The CR bounds that

are obtained by using (9) are generally not relevant for an environment

that includes mu ltiple tar get s and clutt er or r everberation , although it

may be possible to approximate a diagonal covariance mat rix by using a

large integration time T for the computation of the frequency domain

samples r .~~ The WGN assumption yields idealized bounds that con-

vey only qualitative information about the relation between system

requirements and perf ormance. These qualitative insights , however,

can be very important. For example, CR bounds for WGN show that

the accuracy of angle estimates are not completely determined by the

physical beamwidth of the receiver .11

Substituting (9) into (7), we have

= 2N ’ (T/ it ) 
L 2 1E

~~~~
,
2

~~~~~ > IA k t
2

(aTk/ar )2 (l Oa)

12
a I
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~ro = 

~~ 
= 2N ~~~ (T/n )  ~E(~~ 

2 dw ~~~~ (l Ob)

(aT k/aT) (aT kiae)

= 2N ’ (T/ir) 
f.

2 IE(1)I 2 d~ 
k=l 

IA k I
2 (aT k/a O) 2 

. (l Oc)

In (10), T k is given by (4) and is shown in Figure 1. Further simpli-

f ications can be obtained under appropriate assumptions about the

relative magnitudes of r, T k, and dk/c. Some of these simplifica-

tions will be discussed in the sequel.

A range-angle ambiguity function is obtained by stud ying the

behavior of the conditional probability density function when we try to

determine maximum likelihood estimates by trial-and-error. This
procedure has been utilized by Urkowitz , Nauer, and Koval13 

to derive

an angular ambiguity function, x(8 , 9
H~

The ML estimates T , 8 are the values of the hypothesized range

and ang le T N )  8H that maximize P [.d ‘
~~~~~ 

O H] or that minimize

= 
~~~~H’ 

Os)] Q[_
r_ x ~j(T~~. OH)] (11)

where
= 

~ ? ( 1 , 8) + n

and where n is a vector of zero mean, complex noise samples.

A5suming that ~~ is true, E[e) is the mean square error be-

tween r and rn(T
H
, 8H~

• Since

rn*(r O ) r n ( r O )  = > (12)

k 1  n 1

13
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we see from (1) that ftrn(r , e)11 does not depend upon Tk. and it is

therefore invariant in T and 0. It follows that E(E) is minimized

when x( T , TH, 0, OH)- is maximized, where

X(T, T
H’ ~ °H~ 

o Re .{ !!~* (T , 0) Q rn (rH) °H)}

lA~ I
2 
(1/2ir) fiE(~ )I

2

exp [ju~
r
k 

- THk)] d~

K 2
= 

~~ ViJ R(Tk_ 
THk ) (13)

k=1

where R(T) is the autocorrelation function of the echo and, from

(4),

a

T
Hk 

= [T N

2 
+ (d

k
/c)

2 
— 2 T

H
(d
k
/C) C05 

~ k 
es) ] .  (14)

The trial-and-error ML estimator can be conceptualized as a

large number of estimators, each matched to a different set of values

of the unknown parameters. The ambiguity function x(i , T H’ e ,

is the output of these estimators when a noise-free signal is present at
the input to the system. If the ambiguity function is large for more
than one set of hypothesized parameter values (rj~, 8H~’ then the intro-
duction of noise can easily lead to erroneous estimates. -~~

The range-angle ambiguity function in (13) was obtained under

the WGN assumption (9). Unlike the CR bound for WGN, the ambi-

guity function in (13) can be applied to the analysis of system per-

forrnance in the presence of clutter or reverberation and multiple

targets.
5 

If a point target is at position ~,9 and a point clutter

14
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reflector is at position i~~~~ the output power of a correlation pro-

cessor due to the clutter reflector is

clutter response (T,0) ~~ J X ( r , T , O ,  ~~~) J
2~ (15)

The expected output power due to a superposition of statistically

independent clutter reflectors is

P
C 

E (clutter response (r ~ 0)} cc 

f [ f
°°

P T ~ o~
)

(16)
IX(T , 1 ,0,6 )1

2 
d
r ]  

dO

where p (i
~~~ 

0 )  is a probability density function5 or scattering

function 9 that describes the distribution of clutter in range-angle

space.

The correlator response to the target is

~ JX (T , -r ,6, 0)J 2 (17)

and the signal to clutter ratio is

SCR = 

~T
’
~~C 

(18)

For the case when p(T , 0 )  is uniform, e. g., when there is no

prior knowledge of the clutter distribution, we have

SCR 1 
= 

~C
’
~~T 

= normalized volume of

I x(T TH,0, OH ) 1 2 
. (19)

One of the well-known properties of the narrowband range-

velocity ambiguity function is volume invar iance, i. e., the same

_ _ _ _  
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ambiguity volume is obtained for any energy normalized signal.3 It

would appear that this volume invariance property does not apply

to other ambiguity functions, however, e. g., the wideband range-

velocity ambiguity function
h4
~

IS 
and the function in (13). In fact, we

shall show that range-angle ambiguity volume and SCR depend upon

the bandwidth of the radar/sonar system.

An effective beamwidth can also be written in terms of (16).

For a target at angle 0, the expected response from clutter at

angle 0 , integrated over range, is the bracketed integral in (16).

If this integral is small relative to 
~ T’ 

then the effective beam

pattern has small gain at 0 when the center of the beam is aimed

at the target. For uniformly distributed clutter,

Effective angular 
1attenuation = p - 
I J x r ~ T , 6, 0 )I  dT . (20)

between 9 and 0 T C C

C

We have now obtained expressions for CR bounds and the

range-angle ambiguity function, under a WGN assumption. The

general target and array description in Figure 1 has led to compar-

atively simple notation in (10) and (13), where no assumptions about

specific geometries have been introduced (except for a planar array

with a coplanar target). These expressions will now be applied to

position measurements with a linear array.

3.2.4 Linear Array, Far Field

For a linear array, we have = ±ir/2 for all K array ele-

ments. For simplicity of notat ion, we shall set = - ir/2 and we

shall allow dk to be negative as well as positive. In this case, (4)
becomes

16
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~

T
k 

= T [ 1  + T 
2.(dk /c) 2 

+ ar~~ (dk/c ) sin 0] (21)

If the target is in the far field, we can assume that

(d
k/c)

2 
<<T (22)

and (21) becomes

T
k~~~~~

T + ( d
k

/ C )  sin O . (23)

Substituting (23) into (10) gives

~~TT SNR D~,
2 

(24a) —

~eo = SNR Dj D
A
2 
cos

2
9 (24b )

~T0 ~ OT 
= (SNR D~,,

2 
M
A 
C05 Q)

2 
(24c)

where

SNR = ( TurN ) IA k I
2 IE(w) I 2

dw (25)

= J2  JE(~ )I
2
dw/f 

IE( w) l
2 dw (26)

D
A
2 

= 

k=l 

(dk/c)
2 

IA kI
2 

/ 
~~~ ~~~ k

2 
(27)
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and

M
A 

= 
~~~~~ 

IA~~
2 / k=l lA k(

2 
. (28)

Because = 3e~’ the product ~ TO 3
O T  

in (8) is always

non-negative. For given values of and J00, and for 3rO 30r ~
(8) indicates that the best performance is obtained when

~TO~~ OT = 0 .  (29)

According to (24c) and (28), this condition is obtained in WGN when the

array is symmetric about its midpoint, i. e., when

(30)

fA 2I2 
= 1A 11 2, ~A4I 2 

= 1A 31 2, .

or

d
1
= 0 , d3 = - d 2, d5 = - d 4,...

(3 1 )

1A 31
2 

= ‘A 2 1
2, 1A 51 = 1A41 ,  . - .

When either (30) or (31) is true, (8) becomes

Var (~ 
- T )  a [SNR D~,

2 ] -~ (32)

Var ( 6 -  0) a [SNR D~,
2 
DA

2 z e] 
1
• (33)

Equality in (32) and (33) is asymptotically obtained for a large num-

ber of measurements, if a ML estimate is used in WGN (no clutter),

and there is accurate prior knowledge of target location.

18

- 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ •~~.— .——‘ - ~--—.——- - - — - - _____________________________— — - -—- - - — --——- ———_ _ _ _ _ _ _ _  ~~~~~~~~~~~~ 

- - -
~

-
-
•
~~~

-- -• • -

IL ~~~. ~~~~~~~~~~~~~~~~~~~~~~ g_~~~~~.



Wha t, exactly, is meant by “accurate prior knowledge of target

location”? How accurate is “accurate”? Does the required accuracy

of prior knowledge change when D0
2 
and/or D

A
2 
are increased in

(32) and (33)? These questions are often left unanswered in the deriva-

tion of parameter estimation methods that are based upon CR bounds,

or the problem is side-stepped by assuming that the estimates are con-

sistent and unbiased. It will become apparent, however, that ambiguity

analysis provides straightforward answers to these questions.

The bounds in (32) and (33) can be minimized by using two

elements at opposite ends of the array and a narrowband signal with

the highest allowable frequency. This observation follows easily

from the inequalities

1 IE(wfl 2 dw ~ w
2 f IE(~ )I

2 
dw (34)

k=l 

d
k
2 

IAkI
2 
~ 
maX(dk ) ~~ 

IA~~I
2 

(35)

which become equalities when the signal energy is concen trated at
±W and only two array element s with the largest dk

_val ue are used.
These solutions , however , have undesirable ambiguity properties , as

shown below. A ML processor should be evaluated not only by CR
bounds but also by ambiguity function analysis.

• Although significant caveats exist for quantitative analysis

of (32) and (33), the bounds are qualitatively signi f icant becau se th ey

illustrate a basic interdependence between signa l (temporal) design
and ar ray  (spatial) design. This interdependence will become even

more apparent when ambiguity functions are considered.

19 
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The range-angle ambiguity function for targets in the far field

of a linear array is obtained by substituting (23) into (13),

K

X(T , T
N

) 0, 0H~ 
= 

~~ 
IA~ I 

2 
R [T 

- T
H 

+ (d
k/c) 

(sin 0 - sin O
H)]

k=l

= X ( T _ T
H
, sin O - sin 0

H • (36)

If 6 and are less than 30°,

x(r,TH OIOH
) 

~ 

lA~ I
2
R [T ~~ T

H
+ ( d

k
/ C ) (O

~~~~OH )]

= X (AT , AO)  . (37)

When the angle hypothesis is correct, we have = 0 or

= 0, and (36) is proportional to R(~Ar), the echo autocorrelation

function. Additional array elements do not affect the structure of

X ( A T , 0), and this structure includes many undesirable sidelobes

when the signal is narrowband. Figure 2 shows X(A r , ~~0) for a

na rrowband pulse and with two hydrophones , i. e .,  for the “optimum”

system design that is obtained from CR bounds as in (34) and (35).

For a single target in a clutter-free environment, Figure 2

indicates that an accurate position estimate can be obtained only if

prior knowledge restricts the search area to the central lobe of the

ambiguity function. The central lobe becomes more narrow as the

signal frequency and the distance between hydrophones increase, so

a more accur ate estimate implicitly requires better prior knowl-

ed ge- of the estimated parameters. U nder clutt er -f ree condit ions ,

one might then expect the two-hydrophone, high frequency system to

20
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emerge as the solution of a sequential beam forming procedure.16

Ironically, such a final result would be ~ poor starting point for an

adaptive beam former, if the system begins without prior knowledge

of T and 0. The optimality of the two hydrophone configuration

depends upon accumulated information (prior probability densities

with small variance), and the result is useless without this

information.

Far field range ambiguities depend upon the behavior of

R ( &r ) , the echo autocorrelation function. R(AT) becomes more

impulse-like when the bandwidth of the echo is increased, and range

ambiguities can be reduced by using a wideband signal. In the two

hydrophone case, the effect of switching to a wideband signal is illus-

trated in Figure 3.
Figure 3 illustrates a decomposition of the ambiguity function

into a sequence of shif ted autocorrelation functions when A0 becomes

large. This effect is predicted by (37). The width of each auto-

correlation function is approximately 1/B sec, where B is the echo

bandwidth. If (d
k
/c)

~~
0 is greater than 1/B for all k in (37), then

a constant-~ O profile of the ambiguity function is a sequence of K

nonoverlapping autocorrelation functions, each with amplitude IAkI
2
.

Decomposition occurs when IA OI > A0
0
, where

A00 = (c/B) / miii (dk)
k

(38)

- 
spatial width of echo autocorrelation function

— minimum distance between hydrophones

The ratio in (38) can be small if very large bandwidths are used.

In the case of sonar, if B = 50 kHz and array elements are 1 meter

apart , then ~~~ 
= . 03 radian (less than 2 ) .

H 
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For IA 6~ > ~~~ it is easy to obtain some fundamental

properties of the ambiguity function. Since X(AT , ~~0) for ~ 0 constant

and ~o6I > AO~ is a sum of nonoverlapping autocorrelation functions,

we have

max X(A r , ~ 0) / X(0, 0)

I AOI >~~ O0

= max IA kI
2 
R(0) /~~ IA k I

2 R( 0) (39)

2 1/ K

with equality when IA k I 2 
is the same for all k-values (uniform

weighting). The sidelobe level for I~0I > 
~~~ 

can be reduced only

by using a larger array. For example, Figure 4 shows X(AT, ~ O)

for K 5, rather than for K = 2, as in Figure 3.

In terms of signal-to-clutter ratio, (39) describes the maxi-

mum response of the system to a single clutter reflector that is

~ 0 radians from the target, divided by the response to the target

itself. Eq. (39) is thus a measure of worst-case SCR, where the

clutter is restricted to a single point in r ,8 space. For uniformly

di stributed clutter, 5CR for a given value of ~0 is related to the

effective beamwidth of the system, as described by (20). Eq. (20)

gives the effective angular attenuation between the center of the beam

and uniformly distributed clutter that is ~0 radians from the center. 
—

For I~°I> ~~~ (20) becomes

- 
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J I x AT~ ~~O) I
2 

~~~
-

~~ lAO ! > A00

= 

k= 1 

IAkI
4 I IR (T ) 1 2 dT / ij l~kl

2 R(o) 1
2

= ~ lA~~ / 
{
~ ~~ 

]2
~~

f ~~~~~ 
dw /

[f
LE~~~l

2 a~]2 ~~~~.

By the Cauchy and Schwarz inequalities,
“ I

1; 2
I K K

{~~ 1A k 12 ] K ~~ IA kI~

(40)

LL lE(~)I2
th~] 

� B f lE ( ~)! 4 d~ ,

and

Effective attenuation (A0) ~ 1/KB , (41)

ke I > A00
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I
with equality when IA k I

2 
= constant (uniform weighting in space)

and when IE(w)1
2 

= constant over B (uniform weighting in frequency).

These equality conditions are the converse of the equality conditions

for (34) and (35), which minimize CR bounds by using the ultimate in
non-uniform weighting.

For uniformly distributed clutter, the maximum sidelobe

level in (39) is not as relevant as the effective attenuation measure

in (20) and (41). In order to produce a small effective beamwidth

for uniformly distributed clutter, the product KB should be large,
and system performance depends equally upon bandwidth and array

size. For a given array size, clutter suppression performance can

be improved by increasing the bandwidth of the system.

A more general measure of signal-to-clutter ratio is the

normalized ambiguity volume in (18) and (19). It is shown in the

Appendix that, when IE(L.01
2 

is constant over a bandwidth B,

SCR > B/(ziir)
2 
. (42)

For uniformly distributed clutter, SCR increases with bandwidth.

An upper bound can be obtained for a two element system

which uses a maximum wavelength ).. and a bandwidth B such that

X ~ the distance between receiving elements

B? one octave.

These conditions hold for many animal sona r sy stems , e. g. ,  the

bottlenosed dolphin (Tursiops truncatus) and the large brown bat

(Eptesicus fuscus). For these animals,

SCR ZB (43)
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when clu tter is uni formly dis tributed. Many animal echolocation

systems have apparently compensated for  their restricted array

size by using large bandwidths.

In summary, analysis of the linear array,  far field case has

demonstrated that optimization on the basis of CR bounds alone is

not a desirable procedure unless the environment is clutter-free and

there is good prior knowledge of the estimated parameters. The

required accuracy of the prior knowledge can be deduced from an

appropriate ambiguity function. Qualitative interpretation of CR

bounds yields important insight into the fundamental trade-offs

between signal and array parameters. These trade-offs can be

further investigated by computing bounds on signal-to-clutter ratio,

using the range-angle ambiguity function. For uniformly distributed

clutter, these bounds depend upon bandwidth alone or upon the pro-

duct of bandwidth and array size. Array size, independent of band-

width, becomes imporL:trlt when the clutter consists of a single

reflector with particular values of T and 0.

3. 2. 5 Linear Array,  Near Field

For synthetic aperture systems and for some diagnostic

ultrasound applications, targets are often in the near field of the

array. The elements of the Fisher informat ion mat rix are in this

case obtained by substituting (27) into (10). The results are

3TT 
= SNR D~

2 
~~~~ t Al~1/ ~~~ J A k I (44a)

= SNR D~
2 cog2 0 

~~ 
~k
2 (d

k
/c)2 IA kI2 

/ 
~~~ 

IA k I
2 (44b)
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__ —

~ TO ~Or 
= [SNR D~

2 
COS O a~( 

~k 
(d
k

/c) IA k f 2/

JA

~

J
2 ] (44c)

where SNR and D
~
2 
were defined in (25) and (26) and

(d
k
/c) sin O + r

a = _ _ _ _ _ _ _ _ _

k

approximate far field delay to kth element
th (45a)

actual delay to k element

T -I T = 
delay to center of array 

145“k ‘ k thdelay to k element

The expression for 3T1 ir zlicates that the arra y configuration is

important for near-field range estimation, a condition that did not
exist for far field measurements . As in the far field case, 3~~
depends upon both temporal and spatial parameters. If the gains

Ak are to be adjusted so as to maximize 3TT and see’ the optimum
weights will depend upon target position. This observation suggests

that the gains A
k 
are no longer decoupled from the position hypothesis

TH’ 6H’ and the gains should change as the environment is scanned.
From (45), the element that is closest to the hypothesized target

position should have the largest gain. The expression for

indicates that the elimination of range-angle error coupling is more

difficult to.accomplish in the near field case. Thi8 difficulty arises

29
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because differences in the near-field delays rk 
depend upon range

as well as angle.

The expression for the near-field ambi guity function can be

simplified if in (27) can be written

T ( 1  + (1/2) [(dk/cT) 2 
+ 2 ( d

k
/c r) sin O] }  . (46)

If the term in square brackets is less than unity, the error in the

above approximation is less than 6.4% . We are thus assuming that

the distance -from the target to the center of the array is larger than

the array itself. Substituting (46) into (13),

K

X(T, TH’ 0, °H~ 
= Ie’1~ ~~ R [skAT + (ak

/c)

(47)

(sin e - Sifl

where

S
k 

= 1 — [(d k /c)2 
/ (27 T H)] . (48)

The sum in (47 ) can have an effect that is similar to broadening

the bandwidth. When e = the near-field ambiguity function depend s

upon a superposition of weighted autocorrela tion functions , where each

autocorrelation function is scaled by a factor If the echo autocor-

relation function has sidelobe s (local maxima at Ar ~ 0), the sum of

scaled functions can have a smaller sidelobe level than a sum of unscaled —

functions , since the maxima for the scaled functions at A r  ~ 0 occur

at different locations for different scale factors , We therefore

suspect that the range resolu tion capabilities of near field systems

(e. g., synthetic aperture) will often be better than we would predict

from the signal autocorrelation function.

30
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When the distance from the target to the array is smaller than

the size of the array itself, the best way to obtain a picture of the

range-angle ambiguity function is probably to evaluate (1 3) by means

of a computer. A function of TH, 8H can be displayed for any parti-

cular values of -r and 0. The effect of sensor positions, gains, and

signal bandwidth upon ambiguity volume can then be empirically

determined. If ambiguity volume is used as a measure of system

performance (SCR), then the optimum signal/array design can be

obtained by gradient techniques~~
7

3. a. 6 Direction-Dependent Signals and Array Elements

The effect of transmitting an angle-dependent signal is to

replace lE(~) 12 in (13) with E(w , 9) E *(~ , °H~ 
If the inverse Fourier

transform of E(~ , 0) E*(~, °H~ 
has small maximum amplitude for

� 0, the ambiguity function will be rapidly attenuated for AG � 0.

Th-e most common method of ach ieving direct ion de pendence

is through the use of a narrow physical beamwidth. Other methods

include the use of a frequency-steered array, a dispersive lens (for

sona r), and movement of the array with respect to the environment,

so that an angle-dependent Doppler history is obtained from each

target. The latter method is employed in synthetic aperture

systems.”8 Angle-dependent Doppler shifts could also be used in

ultrasonic blood flow measurements, where movement of the target

would replace movement of the array . 
—

Direction-dependent array elements can also increase angle

resolution .~ To include the effect of a direction dependent transfer

function , the gain Ak in (2 ) is replaced by Ak (O). More generally,

we can take account of the temporal impulse re3ponse of the element

31
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by using A k (O ,
~~

). The quantity IA k I
2 in (13) is then replaced by

A k (O , 
~~) A 

~
0H’ ~~ The effect is again to reduce the level of

X(AT , A G) for nonzero AG.

A direction-dependent receiving element that makes use of

multiple reflections , as in the human pinna ,’9 imposes a direc tion-

dependent convolutional code upon received wideband waveforms.  If

the receiver can decode the resulting signal, good ang le resolut ion

can be obtained with a very compact physical array.  The trade-off

here is between arra y size and processor complexity.

It is likely that animal echolocation systems exploit direction

dependence of transmitted and received signals.~’ A transmitted

dolphin echoloca tion pulse has different structure when it is observed
20 21

at different ang les relative to the animal, and the external ears

of many bats are capable of imposing a direction-dependent code

upon received signals.

3. 2. 7 Extended Targets and System Identification

The formulat ion in (1 1) to (13) can produce a generalized

ambiguity funct ion13 for any ML estimation problem, and it would

seem that the ambi guity function should not be restricted to radar /

sonar applications. Ambiguity analysis should be especially bene-

ficial for system identif icat ion, where CR analysis has already been

applied to the desi gn of probing signals.22 24 The shortcomings of

signal derivations that are based upon CR bounds alone have alr eady

been discussed. It remains to demonstrate the utility of ambiguity

analysis for system identification. The advantages of ambiguity anal-

ysis should be obvious if we can find a system identification problem

that involves radar/sonar measurements.  Parameterization of

extended targets is ideal for this purpose.
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An extended target can sometimes be described as a distr i-

bution of point reflectors or hi ghli ghts in range-angle space. Most

diagnostic ult rasound and synthetic aperture imaging sys tems are

based upon such a descr iption. In estimating the position of each

hi ghlight , reflections from the other highlight s can be regarded as

clutter. We have seen that CR bounds, derived under WGN condi-

tions , are not applicable to this situation. An impulse-like ambiguity

function, however , will be capable of resolving the target into its

se parate highlights , or at least of det ermining th e tar get reflect ivity

within a small range-angle cell .

An extended target can also be characterized as a distributed

parameter system. The impulse response is a function of time (range)

for a g iven angle, and the impulse response changes with angle . The

system is to be parameterized by the location s (i. e.,  the ~r , 0 valu es)

of large local maxima in the impulse response (i. e., the highlights).

Each of these position parameters is to be estimated in the presence

- 
- of noise and spurious signal components (clutter) that are part of the

system’s response to the probing signal.

The system identification problem for an - extended tar get is

thus equivalent to the estimation of a sequence of T ,O values in clut-

ter.  The ambiguity func tion is a valuable aid in the desi gn of si gnals

and filters that can perform the required identification. Exclusive

use of CR bounds for design of the probing signal for this identification

problem can result in an ambiguity function with large volume or large

sidelobes, and undesirable interaction between parameter estimates

will res ult . The concept of resolution in radar/sonar performance

translates into parameter separability or increased observability

in con trol theory. In a system identification context , th e volume of

the ambiguity function is a measure of the extent to which each parame-

ter estimate is unaffected by the remaining system parameters.

— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ _ _ _ _ _ _ - _ _ _ _  ~~~~~~~~~~~~~~~ 
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3 . 2 . 8  Conclusion

A range-ang le ambiguity function can be used to predict

signal-to-interference ratios for high-resolution radar/sonar sys-

terns. The expected clutter response will often depend upon the

volume under the sidelobes of the ambigui ty func t ion, ra ther than

the height of these sidelobes. For a given array size, the sidelobes

are made “thinner” by using a wideband signal, the volume is thus

reduced, and signal-to-interfe r ence ratio is increased.

Direction-dependent , wideband echoes can result in an impulse-

like range-angle ambiguity fun ction. In synthetic aperture systems,

the direction dependence is obtained by moving the radar or sonar

re lative to the environment. Other methods that do not depend upon

movement can perhaps be used to increase the rate at which a g iven

area can be mapped. For example, one can use an angle-dependent

pulse with large time-bandwidth product , and this signal could be

transmitted in all direct ions simultaneously.

It ‘would seem that the range-ang le ambiguity function is a

radar/sonar coun terpart of the point spread function that is used to

define visual acuity. It is therefore a useful concept for sonar sys-

tems that are attempting to “see with sound . ” The trade-off between

bandwidth and ar ray size, which has been obtained from properties

of the range-angle ambiguity funct ion , would seem to be impor tan t

for echolocating animals that use wideband signals.

Cramér-Rao bounds are helpful indicators of qualitat ive inter-

de pendencies between temporal and spatial parameters.  The exclu-

sive use of CR bounds f or signal and array synthesis, however , can

lead to results which are only optimu m in the immediate neighbor-

hood of a particular position , i. e . ,  with accurate prior knowledge
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of r and 9. The global behavior of the maximum likelihood estimate

is portrayed by the ambiguity function, whi ch provides a more reliable

functional for synthesi s of signals and array configurations. Thi s
observation can be generalized to any parameter estimation problem,

and it appears to be especially relevant to the design of probing signals
for system identification.

Muitiparameter space-time am biguity analysis can be u sed to

determine the best array locations for passive sonar systems , and the
approach is also applicable to signa l design and transmitter place-
ment for radio navigation.

In many cases, ambiguity volume depend s upon the properties
of the estimation device, and a small volume is indicative of parameter
separability. Computer rthx~imization of the volume of a multi-

dimensional ambiguity function should re suit in an optimum estimating
device, e. g., an optimum probing signal for system identification.
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3. 2. 10 Appendix to Section 3 .2

Signal to clutter ratio is defined as the ratio 
~ T~~~C’ where

(A - l )

and

L~ 
f ~~~ 

~~~~~~~~~~~~ 

0 )  IX(T , T i O ,  0 ) 1 2 
(A 2 )

In (A-2), p(r , 
~~ 

is the clutter probability density function or a

normalized version of the clutter scattering function, and

X( T, T , O ,  0 )  = (1/2~ ) IA~ I
2 

f iE(
~~~ )I

2 

exp
~~

j w [(d
k

/c )

(sin 0 - sin 0 )  + T - r ] } dw
= X(T - T , sin O - sin 0) (A-3)

fo r a far-field condition.

For uniformly distributed clutter,

• - - - . . . . (l/2n.)~ 

k,n 

I A k 12 IA~I2 
f d O c I d r ~

IE(w 1)12 IE(w 2)12 
exP {J~ l [(d k /c)

(sin 0 - sin 0 )  + T- T]}
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exp {-ju 2 [(dc
/c) (sin 0 - sin + T - T ]  } d~ 1 d~ 2 .  (A •--4)

Performing the T integration, we have

(1 / 2~ ) exp [-i 
~~~~~ 

- 

~ 
T
c ] dT 6(w2 -

and

= > $A~~
2 

I:~~I
2 J IE(~3)I4 exp [j (

~
/c) (dk

_d
fl

) sin0]

{ 
(1 / 2 

~ ) f exp [- j (w/c) (dk 
- d )  sin ~~ ] do } d~ . (A -5)

The imaginary part of the 0~
_ integral is zero, i. e.,

— (lI2 ~) (d
k~ 

d )  s i nG ]  dO = 0

because the integrand is an odd function of and the limits of inte-

gration are symmetric about 0 0. The real part of the 0 inte-
. 2 5  

C
gral is

( 1/ n) j cos F~ 1c (dk~~
d )  sin 0 ]  dO

= Jo [(w/c) (dk - d ) ]
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where  is a Bessel function of order zero. It follows that

= 

k,n 
I~kI

2 
JA~~

2 
f iE(c4~)I

4 J~~[(w/c) (dk -d )]

exp [3(c4c) (dk~~
d )  sinS]  d~~ . (A-6)

The expected clutter response for uniformly distributed clutter is

there for e a function of 0, th e angle between a lin e d r awn from th e

center of the array to the target and a line that is normal to the

array. An upper bound on P~ can be obtained by noting that

1~0 [(w/c)(d k
_ d

fl )] exp [j (w/c)(cik
_ d

fl
) sin e]I ~ 

1 ,

and th erefore

2

~ 
{ ~~ I A~J

2 J JIE (~ ) dc~ (A-?)

From (A-I) and (A-3),

2

= ~ ~~~~~ 
JiE~~~

z d~

] 

(A-8)

and

~ T’~~C ~ ~~~ f J
E(~ )I

2 dc] 
/JiE(c~)J

4 dw . (A-9)
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If IE(w) 12 
is constant over a bandwidth B, then, from (40),

? B / (Zir )2 
. (A-b )

For uniformly dist ributed clutter, the lower bound (A- 10) on signal-

to-clutter ratio will increase as bandwidth increases.

An upper bound for SCR can be obtained when (i) the maximum

echo wavelength is less than the minimum distance between hydro-

phones, and (ii) th e echo spectral magni tude is smooth and has at

least an octave bandwidth. The first  condition means that 25

(x) (2/~ x) 2 cos (x - ~~~/4)

where

x = (ca/c) (dk 
- d )

The error  in the approximation is less than 3. 2% for

x > 2 i r
-s

or

mm d -d  > X ,k n
k,n

which is condition (i).

The second condi t ion implies that , for k � n,

JIE~~~~~~~~~

4 J o [(w/c )( dk - d ) ]  dH < < J I E(
~ )I

4 d~ (A - i l )
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because the smooth non-negative function IE( w )( 4 is mult iplied by

a periodic function with at least one full oscillation. Substituting

( A — l i )  into (A—6 ) ,

0 =0

I I ~ ]

2 
[ 0 0  

dw]

— . ( A- 12)

> IA~I 4 
J

IE(w 1
4

and f rom (40 )

~ K B .  (A- l3)

0=0

The app r oximation in (A- il )  must be used carefully, since
• the sum of the left-hand side over a large number of elements may

not be small relative to the right-hand side , even th ough each term

of the sum is small. This reservation is inconsequential for studies

of animal echolocation, where K 2. The two conditions that lead

to (A-13) are satisfied by many wide-band animal echolocation systems.

For the Atlantic bottlenose dolphin, Tursiops truncatus, echolocation

pulses cover a fr equency range between about 20 and 150 kHz?0 The

maximum wavelength in water is 7. 5 cm, which is shorter than the

distance between the ears. The large brown bat, Eptesicus fuscus,

has a cruising pulse that covers the f requency range between about

25 and 65 kHz.26 The maximum wavelength in air is 1. 3 cm, which
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is again shorter than the distance between the ears. Although many

animals are restricted to two array elements, they can obtain good

SCR by using very wide bandwidths.
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3. 3 Measurement of Tangential Velocity and Evasive Maneuvers

3. 3. 1 Introduction to Section 3. 3

The utilization of evasive maneuvers by moths is well docu-

mented for bat echolocation .1 Noctuid moths that are 10 to 100 feet

away from a bat gen erally fl y away from the sound source , and those

that are close enough to be tracked disp lay errat ic fli ght patterns.
Tangentiai motion (i.e., motion perpendic lar to the direction of

propagation) is an optimum maneuver for the differential game

known as the homicidal chauffeur problem .2

Although evasive action by fish is less well documented , the

use of a sudden tangential motion to escape a threat at close range is
familiar to any skin diver or aquarium hobbyist. If a dolphin is to
catch prey at night or in very turbid water, high survival value
would be attached to the detection of tangential motion, i~e., motion
that is normal to the dolphin ’s own velocity vector , at close range.

What is the best way to measure tangential velocity, and how
might it be measured in animal sensory systems? It would appear

that a maximum likelihood estimate of cross-range velocity can be

obtained by frequency shifting (or time scaling) the input to one

ear and correlating this shifted (or scaled) signal with the input tc’
the other ear. Maximum correlator response will occur when the
Doppler shift has been correctly hypothesized . This frequency shift
and cross correlation is _nalogous to the time shift and cross corre-
lation that has been suggested by Licklider 3 and Sayers and Ch erry 4

as a model for binaural interaction . An equivalent operation can also
be implemented by the equalization- cancellation model5 that has been 

—

-

proposed by Durlach.6

If we were to simultaneously estimate interaural delay (for
ang le measurement) and interaural Dopp ler shift ( for tangential
velocity measurement) then the output u 1(t)  of one ear should be
frequency shifted and delayed , and then correla t ed with the outpu t
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u2 (t) of the second ear. The correlator response is a function of

the frequency shift, ~~~ , and the delay, T. This response is the cross-

ambiguity function of the echo, X U 1U2
(T, ç3).

There are some interesting theoretical implications to the

conjecture that the cross-ambiguity function X
~~1~ 2

(r , ~) is formed

by the auditory system. It can be sh own8 that the auto-ambiguity

function of the input to each ear can be estimated from the spectro-

gram of the signal (i. e. • the output of a model for the peripheral

auditory system). Given the two resulting auto-ambiguity functions

X~~1u1(1, ~) and X~ 2u2(r, çb), we would like to construct the magnitude-

squared cross-ambiguity function I X~1~2(r, ~)I 2. In man-made sys- =
tems, this construction can be accomplished by making use of

Stutt ’s Fourier transform theorem:9

lX ~~~~~~~( T , cfl 2 
= F ’ [x u u  (t.f )x~~~;( t , f ) ;

II ~~~~ 
(t,f) X~~ ~~* (t,f) e~

2 ~(~ t + if) dt

where the operation on the right-hand side is a two-dimensional

inverse  Fourier t ransform of the product of the two auto-ambiguity

func tions.

-5—

Using Stutt ’s Theorem, it is strai ghtforward to form a cross-

ambiguity function for simultaneous estimation of iriteraural delay

(angle) and interaural frequency shift (tangential velocity or evasive

maneuver).
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The cross-ambi guity function predicts the behavior of a

system that uses cross-correlation to measure interaural velocity

difference. Such a prediction can be checked against the perfor-

mance of an animal in an appropriate discrimination experiment . If

performance and prediction are closely matched , then one has support

for the hypothesis that tangential velocity is estimated by a cross-

• correlation process . A similar approach has been used by Sayers

and Cherry ,4 who have shown that a listener’s uncertainty about

sound direction corresponds to ambi guities in the interaural cross-

correlation function . The method has also been used by Simmons to

compare bat range resolution performance with the performance of a

correlator that is matched to the bat’s echolocation signal.
7

3.3 .2 Standard Deviation of a Cross-Range Velocity
Estimate

The following calculations demonstrate the feasibility of

tangential velocity estimation in animal echolocation .

Consider two transducers that are d meters apart , and that

are each r meters from a target (Fi gure 1).
S - -

d/2
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

d /2j _~~
__—

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ GET ø~ 
Vr

EARS

Figure 1.
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The target has velocity components v and v~ which correspond to

radial and tangential velocities, respectively.

The radial velocity at ear #1 is

= V cos O + v~ sin O (1)

and the radial velocity at ear 112 is

= V cos O - v~ sinO , (2)

where

sin O = d/Zr . (3)

From (1) — (2), we have

= Zv
~~

sin& . (4)

Consider a bat such as Rhinolophus and a moth that is undertaking

evasive action with tangential velocity v .  We assume that it is
t

sufficient for the bat to estimate the direction of the moth’s motion,

i. e., the sign of v~. In this case, it is sufficient to require that

the uncertainty in measuring v~ is less than Ivt I ,  the magnitude of

the tangential velocity cømponent. In other words, we require
• that

~~~ < 1v1 I (5)

where Avt is the standard deviation of the velocity measurement.

For a narrowband signal and a white, Gauss ian noise background,

an optimum velocity estimator has standard deviation10
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= (SNRI2 T ’ (6)

where T is the observation time (th e length of the bat’s pulse) and

SNR is signal energy divided by noise power spectral density (signal

to noise ratio). The quantity ~~~ in (6) is the uncertainty in Doppler

shift ~~~, where

~~~~
= 2f ~~~/c (7)

and where f0 is the center frequency of the signal, f is range rate,

and c is the speed of sound. In our case, i~ is either or

I ~ 80 kHz, and c 330 rn/ s
0

The uncertainty of V
t 

is, from (4),

= ~~(r 1 
- 

~~~~~~~~~~~~ 
sin 6 (8)

where, if the noise processes at ear 1 and ear 2 are independent,

- = 

V~

1

~~~~~l

z 
+ (~ i~~~ = ‘~~~~~ 

~~~l 
(9)

and, from (7)

= c~~~9 / 2 f 0 . (10)

Combining (3) — (10),

Avt = r c/ ( .J Z SNR T10 d) .  (11)

Suppose that Rhinolophus first detects its prey at r = 4 m. At this

range , we assume that SNR 3 dB. At r 50 cm, SNR is then

greater than 2x84, where the acoustic absorption of the air has

50 1 
-
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been neglectt~d. It follows from (11) that , at r = 50 cm and for
d 2 c m ,

< (l3T x io2
1

1 
. (12)

An average Rhinolophus cruising pulse is 67 msec long,~ but the
pulses shorten as range decreases. If T = 2. 5 msec, A’~~ < 0. 3
rn/sec. This rcs~ lution should be sufficient to determine the
direction of most evasive maneuvers.

Wideband, Doppler tolerant signals are used by some FM
bats12 and by cetaceans.’3’14 Such signals can be used for velocity
estimates if range rate is measured with more than one echo pulse.

When multiple pulses are used, it would seem that tangential
velocity should be estimated by measuring rate of angle change,
1. e., difference in estimated target directi on for two different  echo
pulses. One component in an angle measurement is the r elative
delay between the ears, which is proportional to r

1 - r2. The
rate of angle change is then dependent upon measurement of the time

- 

• 
derivative of (r

1 
- r2), i .e . ,  upon - t~~. From (4). - can

be interpreted as a tangential velocity measure. The uncertainty
t

~
v

~ 
is thus partially indicative of the uncertainty in an angle rate

measurement.

For a train of wideband pulses, range rate induces a scal-.
ing effect ,15 and the pulse train is stretched or compressed by a
factor s, where

S 1+ 2 r / c . (13)

The uncertainty in measuring s depends upon the time-bandwidth
product TW of the pulse train 16’17
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As (SNR) 2 (TW) - (14)

From (13) — (14),

c (SNR ) 2 (ZTWI ’ • (15)

Using (8) — (9), we have

= r c  (Z SNR ) 2 (TW d) ’ . (16)

Comparison of (16) and (11) shows that center frequency f for

nar rowband measurement of 
~~

V
T 

is replaced by bandwidth W for

wideband measurement with a pulse train. If a new pulse is trans-

a-nitted shortl y after a previous pulse is received, then T 2 N n c ,

where N is the number of pulses that are used for the velocity

estimate, and 
. . - . - . . .

= c2 (2 SNR ) ~ (ZNWd)  . (17)

For the FM bat, Natalus rnexicanus, we have W 115 kHz

if harmonics are used. If initial detecti on takes place at SNR = 3 dB

and at 4 meters from the bat, then (neglecting energy absorption by

the air) the SNR at r = 50 cm is 2 x 8~ . Again assuming thai

d = 2 cm, and c = 330 m/s, we have, for r = 50 cm,

= 1/ ( 6 N) rn/s . (18)

Two pulses (N 2) are thus sufficient to obtain an accurate estimate

of tangential velocity for assessment of evasive maneuvers at

r = 50 cm.

For the Atlantic bottlenose dolphin, Tursiops truncatus,

we have W ~ 100 kHz, d ~ 20 cm, and c ~ 1500 rn/s.  Detection

52
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distances for the dolphin are larger than for the bat,
18 and we can

assume that SNR = 3 dB at least 10 m away from the animal. For

r = 1 m , we then have SNR 2 x 1O
4
, and (17) gives

= 1/4N rn/s  ( 19)

for r 1 m. Two pulses (N = 2) are again suffi cient for accurate
estimation of tangential velocity for dolphin echolocation .

3. 3.3 Experiments to Test Sensitivity to Tangential
Velocity in Mammals

The simplest experiment is to test whether an illusion of
movement can be caused in a human listener by introducing a time
gated sinusoid

u 1(t)  = sin (Zir f t) rect ( t )  (20 )

into one ear and another gated sinusoid of slightly different
frequency

u2
(t )  = sin [2 - i r ( f  + ~) t ]  rect (t ) (21)

into the other ear by means of earphones. In (20) — (21), rect (t)
is a rectangular on-off function or time gate . The direction of the
apparent movement should depend upon the sign of 0, and the speed
of movement should depend upon its magnitude.

A more complicated experiment is to construct signals that
have deliberate velocity ambiguities , such as the sum of the two
signals in (20) and (21). It should be theoretically possible to
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correlate listener confusion about apparent motion with local peaks

in the cross-ambiguity function of the signals that are supplied to

each ear.

For echolocating animals, sensitivity to tangential velocity can

be tested by using an array of loudspeakers that are placed in a

sem icircle around the animal , or by mechanically moving a sound

source or target on a semicircular trajectory. If the animal is trained

to signif y the direction of movement , then the limits of its measure-

ment ability can be tested for very slow motion , and resolution can be

tested by using two sound sources that move at slightly different
rates.

A diff icult  aspect of the resolution experiment is to distin-

guish between a system that measures rate of ang le change and a
system that resolves two motionless targets at different ang les .

One approach is to determine an angle-resolution cell such tha Lwo

small motionless targets cannot be resolved if they are both within

the cell , and to perform all moving target experiments with objects
that are not separated by more th an a sing le an gle resolution cell .
For targets that move at a constant rate, the observation time must

be limited to the time when the targets are close together .
I

3.3.4 Conclusion

In order to compensate for evasive maneuvers at close range,

a sonar should be capable of determining the direction of cross-

range movement when the sonar is close to the target . This capa-
bility exists in dolphin echolocation if two succeeding pulses can
be coherently processed. A few more pulses may be necessary if
suboptimal processing is used.

For some man-made sonar systems , a cross-ran ge velocity
estimate is relevant not only to measurement of evasive maneuvers

but also to the use of target motion as a clutter rejection method .
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Measurement  of c r o s s-r a n g e  velocity is also impor tan t  for track-

ing and beam-forming .  The best bores ight position for a fu tu re

transmission can be predicted if a cross-range velocity estimate

is available.

In the above applications , one would want to measure cross-
ran ge velocity at a long dis tance from the target. This measurement

‘1 1/2can be accomplished by increasing SNR Tfd in (11) , or by increas-
ing SNR”2TWd in (16).

To increase SNR
112

, one can use pulse compression tech-

niques with long signal durations. To increase d, one can gather

data from two ends of a large towed array or (better still) from

helicopter-dipped transducers that communicate with a central

processor. For long target ranges, the signal duration T can be

significantly increased. An increase in bandwidth W may be prefer-
able to an increase in f , since attenuation increases with frequency.

The same bandwidth-array size trade-off that was found in

Section 3. 2 for target  position measurement  is again found in (16).

Both angle and angle rate measurements can be improved by in-

creasing array size or by increasing the bandwidth of the sonar
System.
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3. 4 A Test of the Energy Spectrum Anal ysis (Johnson-Titlebaum)

~ yp~~~~~SiS

3. 4. 1 Introduction to Section 3. 4

R . A. Johnson and E. L. Titlebaum (1976) have proposed a

model for echolocation processing that  is related to the perception

of time separation pitch. The proposed model forms the magnitude-

squared Fourier  t r ans fo rm of the t ransmit ted pulse and an echo ,

i. e . ,  t ransmit ted and echo pulses are  both included in the integra-

tion interval for Fourier  analys is .  For an echo with delay ~~ and

attenuat ion ~~~~, the result ing energy density spectrum is

I R( f ) 1 2 
= IU (f) 1 2 E l + a

2 
+ Zacos (2ir~~f)] (1)

where U(f) is the Fourier transform of the t ransmitt ed signal. The

presence of a target introduces a frequency doma in r ipple with period

1 /i~ 
Hz. Detection of a target and estimation of its range depend

upon an analysis of this ri pple.

f In his thesis , R. A. Johnson (1972) has su gg es ted that ri ppled

noise could be very detrimental to the performance of an energy

spectrum analyzer.  In this section , we use locally optimum detection

ideas to provide further insight into the effect of ri ppled noise.

3 .4 .2  Locally Optimum Detection Using the Energy
Spectrum as Data

Our objective is to obtain a statistical test that can distinguish

between the hypothesis H 1 that a target is present in additive Gaussian

noise and the hypothesis H 0 that only Gaussian noise is present. Let

be the noise power spectral density . The expected form of the

energy spectrum under the two hypotheses is then
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H~~ : E { 1R ( f )  + N(f )  1
2
~ = I u ( f )  

~~~~~~~~~

H1~~: E {I R ( f )  + N (f ) 1 2} = I u ( f )  1 2 [l+a 2 +Z a c o s  (2 1T t
~f f l + P N

(f) .
(2)

where H1~~is the hypotL _ s i s  that a target is present at range  ct ~/Z .

ari d N (f )  is the Fourier t r ans form of a sample function of the noise

process.

One can obtain a set of uncorrelated samples of the energy

spectrum by using samples that are ( f f )~~ Hz apart , where T is the

integration time of the Fourier anal yzer.  Let z~ denote the sample

at frequency f . . The probability densities of z • under the two hypo-

theses are then

P(z~IH 0) = 
2

exp{[ z .- I U(f .) 1
2 1 / a ~

2

~~

. I [ 2’~/ c j U ( f )I
2 / a 2

] (3)

P(z~IH1) 
= aT 2 exp~~~~z

j
1U (f j ) 1

2
[l + a 2 

+ Z a c os (Z~~~~f
j )J}/~~ 2}

I0~~
2 1z .J U ( f . ) l

2 [ l + a 2
+ 2a cos (2~~~f .) ]  /a~~

where a P (f.).
N j

We now define a signal-to-noise ratio parameter 0, wher e

0 a/a .. (4)
.1

Replacing I (.) by its power ser ies representat ion, we have

p(z 4H0
) = ~ -2 exp {f-z . - J U ( 1 1 ) 1

2]/~~ }
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p(z .IH 1~ 
= exp {_a;

2 
z~ - 1U(f ~) 12[a~

2 
+ o 2 + 2 b 0cos(2~~~f~)]}

{i +~~~~~
2 
z.1U(f.)1

2[a 2
+0
2 
+ 2a~~0cos(2~ Af~)J + ... } .

The log likelihood ratio for M independent samples is

M M
in it = ln{i7 p(z IH A)” .~~ 

p(z .IH ~)].
j  1 

~~~~ ~i

The locally optimum test for deciding between H1A and ~~ 
(Capon ,

1961; Middleton , 1966) is to compare

(d/dO) in A0
0 0

with a threshold , where
M

(d/dO) ln AJ = E [_2d ~~lu (f .) J
2 cos(21Tb.f .)J

10= 0 j=1 3 3 3 —

+ 
M [2a

3 z .JU (f .) l
2 cos(ZIT Af .)] 

. (5)

j 1  ll- a.
4 z .IU (f .) 1

2
3 3  3

The part of (5) that is independent of the data z . can be incorporated

into a threshold level. The locally optimum test is then to compare
M

1(z) = E a . z~ cos(2~TAf .) (6)
j = 1

with a threshold , where

a . = 2d IU ( f .) 1 2 /t l+a .4 z .1U(f .) 1 2 1
3 3 3 3 3  3

and 

=
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The total number M of f r e q u e n c y  domain samples increases

with signal bandwidth . The likelihood ratio thus involves two non-

central  chi-square distributions with degrees of f reedom that depend

upon si gnal bandwidth. The locally optimum detecto r in (6) (and the I -

maximum likelihood estimator for the delay parameter A) will in-

volve correla tion of the sampled energy spectrum with a vector

that exhibits a hypothetical ripple , i. e .,  Fourier analys is  of the

energy spectrum .

If 
~~~~~ 

in (2) has a -ri pple similar to that in (1), then similar

ener gy density spectra will be observed under both hypotheses and

it will be difficult to distinguish between then.

3 .4.3 Effect of Rippled Noise U pon a Matched Filter

A matched filter has an expected output noise power 
~~MF’

where

~~MF 
= lU ( f ) 1 2 

df (7)

under both hypotheses. A ripple in will not greatly affect

~~MF ~ I U(f) 
2 is smooth and broadband (as is the case for

many dolphin clicks and FM bat pulses). Specifically, a periodic

ri pple in with period 1/ A Hz will have very small effect upon

the integral in (7) if

(8)
u

where B
u 

is the signal bandwidth . An adaptable whiten-and-match

filter will , in fact , take advantage of the nulls in a ri ppled noise

power spectral density 
~~~~~ 

in order to improve detection perfo r-

rnanCe.
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3 .4 .4  Exper imental  Procedure for Testing the Johnson-Titlebaum
Model A gainst the Matched Filter Model

Assuming that  the Johnson-Tit l ebaum model is imp lemented
b~ an echolocating animal , broadband mask ing  noise  will be espe-
cial l y effect ive if the noise has powe r spec t r a l  d e n s i ty

= (N /2 )  [1 + a
2 

+ Zacos (2ir~~f ) J  (9)

where ~ is the delay that  is associated with the ta rge t .  Masking
noise  with the power spectral  dens i t y in (9) should have a much
greater  effect upon the energy spectra l  densi ty  model than white
noise with the same average  power. The appropr ia te  noise process
can be generated by passing white noise throug h an a t tenuator  and
a delay line , and by adding the attenuated , delayed noise to the -

ori g inal noise process.

The noise can be t ransmit ted toward the animal f rom behind
a small ta rge t  which the animal attempts to detect. Detection per-
formance should be maximally degraded when s~~ in (9) is equal to the

delay between t r ansmi t t ed  pulse and echo, and there should be less
degradation for o ther  values of ~~ .

If the matched fil ter model is correct, then performance
degradation should be independent of the parameter ~ in ( 9), pro-
vided that condition (8) holds.

The same masking noise can be used for human subjects who
are attempting to est imate time separation pitch or to d iscr iminate
a sing le pulse from a pulse pair , where the second pulse has smaller
amplitude than the f i rs t .  These tests can be used to ver i f y our pre-
diction that a r i ppled noise spectrum is especially distu rbing to a
detection and range estimati on process that uses energy spectral
ana lysis .

- . - 
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A reasonable experimental procedure  has two steps:

I. Given two broadband pulses u(t) + au(t - ~~
), f ind the

threshold value of a in human subjects such that the second

pulse is detected (say)  75% of the time in a white noise back-

ground . Call this value a . Also find the threshold value
w

of a for detect ion of the second pulse in a r i ppled noise

background with as in (9), such that has the

same average power as the white noise. Call this value a .

- 
Evaluate the effect of r ippled noise upon human est imation

of time separation pitch when a = 1.

If a > a and/or if the ri ppled noise in (9) maxi-

mally degrades the estimation of time separation pitch when

= t~~, proceed to the following experiment.

2. Evaluate the effect of masking noise with ri ppled power spec-

tral  density as in (9) upon target detection and range estima-

tion performance of dol phins and bats . Use white noise with

the same average  power and a sequence of d i f fe rent  s-values

in (9) for comparison.

3. 4. 5 Conclusion

Both intuition and a locally opt imum detecto r formulat ion

indicate that , to detect a target from an energy spectrum that in-

cludes the transmitted signal as well as hypothetical echoes , one —

should perform a Fourier analysis of the energy spectrum. Such

an analysis is susceptible to ri ppled noise , i. e .,  a noise power

spectrum that is modulated with a periodic function. If the period

of this ri pple is small relative to si gnal bandwidth , then the r i pple
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will not greatl y affect the performance of a matched filter . This

analysis leads to a strai ghtforward behavioral test that can be used

to decide whether matched filtering or energy spectrum analysis is

a better model for animal echolocation .
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3. 5 Summary and Conclusion for Volume 3

The use of ext remely wide bandwidths by dolph ins and some

bats is helpful for target c lassif icat ion and in t e r f e rence  suppres-

sion , if the techniques in Volumes 1 and 2 are  employed. In this

volume, we have shown that wide signal bandwidths can also be

used to compensate for limited a r ray  size. The trade-off  between

bandwidth and array size applies both to target localization and to

the measurement of tangential ( c ross - range)  velocity.

The locally optimum detection approach, which leads to a

spectrum correlato r , can also be applied to an energy spectrum

representation of echo data. This application suggests  that R. A.

Johnson ’s energy spectrum analyzer  model for animal echolocation

should be especially susceptible to a rippled noise background.

Johnson ’s thesis con tains a similar suggestion. It follows that one

can test the ener gy spect rum analysis model against a stored-

replica matched filter model by comparing echolocation perfor-

mance in white no~se and in rippled noise.
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